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The softmax function 
loses certain information 
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A solution:
Replace KL loss 
with BinaryKL loss 

KL loss:
• For multi-class 

classification 
• Use softmax
BinaryKL loss:
• Consider each 

class as a binary 
classification

• Use sigmoid, 
which is lossless

BinaryKL loss:

Incompatibility between CE and BinaryKL:

Q: What incompatibility? A: Training collapses.

Q: What causes incompatibility? 
A: Gradient conflicts in the FC layer.

BinaryKL loss provides more detailed information
about the teacher model when training the backbone.

BinaryKL may obstruct near classifier’s learning process.

Dual-Head Knowledge Distillation

Results on CIFAR-100

Results on ImageNet

T: ResNet-34
S: ResNet-18

T: ResNet-50
S: MobileNet

t-SNE Visualization The difference between the 
correlation matrices of the 
teacher’s and student’s logits
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